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Dataset Overview

• 360,001 focused descriptions for 10,738 images.

• 12 types of fill-in-the-blank Madlib questions:

• General scene

• Emotional content

• What happened before

• What happened next

• The most interesting/unusual content

• Appearance, activity, and location of each person

• Appearance, affordance, and position of each object

• Interactions between people and objects

Two Evaluation Tasks

Choose one answer to describe what happened before this 

picture was taken.

One or two seconds before this picture was taken, ___.

they were eating

they poured their wine

a bottle was broken

a group of people are talking

Describe the activity of the Person D.

Person D is ____.

Describe the appearance of Person B.

Person B is ____.

Describe the location of Person A.

Person A is ____.

The Visual Madlibs dataset is collected using automatically produced

fill-in-the-blank templates designed to gather targeted descriptions. 

Different from previous datasets that contain generic descriptions for the 

entire image, our dataset has:

Dataset analysis
1) Structure of Madlibs 

2) Similarity among Answers 

4) vs. general description

Results

3) Template parsing

Experiments

Canonical Correlation Analysis

CNN+LSTM

Before it was taken, 

the girl hit the ball.

Joint space

=

Question-Answering Focused Description

…

Before it was taken, 
the two children talked.

Easy Task

#Q n-gram CCA nCCA
nCCA nCCA nCCA CNN+LSTM CNN+LSTM(r)

Human
(place) (bbox) (all) (madlibs) (madlibs)

1. scene 6277 24.8% 75.7% 86.8% 85.4% − 87.6% 74.2% 77.6% 93.2%

2. emotion 5138 26.7% 41.3% 49.2% 50.4% − 42.4% 37.0% 44.5% 48.3%

3. past 4903 24.3% 61.8% 77.5% 72.6% − 80.3% 50.1% 47.3% 93.5%

4. future 4658 27.7% 61.2% 78.0% 72.1% − 80.2% 50.6% 50.6% 94.5%

5. interesting 5095 24.2% 66.8% 76.5% 72.0% − 78.9% 55.4% 49.9% 94.7%

6. obj attr 7194 30.6% 44.1% 47.5% 44.7% 54.7% 50.9% 46.9% 59.0% 88.9%

7. obj aff 7326 30.1% 59.8% 73.0% 69.6% 72.2% 76.7% − 88.9% 93.1%

8. obj pos 7290 28.0% 53.0% 65.9% 64.2% 58.9% 69.7% 53.9% 69.6% 91.4%

9. per attr 6651 27.2% 40.4% 48.0% 44.5% 53.1% 44.5% 36.5% 46.0% 83.8%

10. per act 6501 27.3% 70.0% 80.7% 76.9% 75.6% 82.8% 64.7% 68.9% 96.7%

11. per loc 6580 24.4% 69.8% 82.7% 82.6% 73.8% 82.7% 60.8% 71.6% 92.2%

12. pair rel 7595 29.2% 54.3% 63.0% 61.3% 64.2% 67.2% − 72.3% 91.7%

Hard Task

#Q n-gram CCA nCCA
nCCA nCCA nCCA CNN+LSTM CNN+LSTM(r)

Human
(place) (bbox) (all) (madlibs) (madlibs)

1. scene 6277 22.8% 63.8% 70.1% 70.7% − 68.2% 63.6% 64.2% 75.6%

2. emotion 5138 25.1% 33.9% 37.2% 38.3% − 33.2% 34.6% 37.6% 38.4%

3. past 4903 22.4% 47.9% 52.8% 49.5% − 54.0% 42.2% 39.5% 73.9%

4. future 4658 24.4% 47.5% 54.3% 50.5% − 53.3% 41.1% 39.5% 75.1%

5. interesting 5095 27.6% 51.4% 53.7% 50.5% − 55.1% 44.0% 37.1% 76.7%

6. obj attr 7194 29.5% 42.2% 43.6% 41.5% 49.8% 39.3% 41.6% 42.3% 70.5%

7. obj aff 7326 32.2% 54.5% 63.5% 60.9% 63.0% 48.5% − 69.4% 52.7%

8. obj pos 7290 29.2% 49.0% 55.7% 53.3% 50.7% 53.4% 46.7% 50.2% 70.8%

9. per attr 6651 23.3% 33.9% 38.6% 35.5% 46.1% 31.6% 35.5% 42.4% 70.5%

10. per act 6501 24.0% 59.7% 65.4% 62.6% 65.1% 66.6% 57.3% 53.7% 85.1%

11. per loc 6580 22.3% 56.8% 63.3% 65.5% 57.8% 62.6% 50.4% 56.8% 72.9%

12. pair rel 7595 30.1% 49.4% 54.3% 52.2% 56.5% 52.0% − 54.6% 74.7%

Table 2. Accuracies computed for different approaches on the easy and hard multiple-choice answering task. CCA, nCCA, and

CNN+LSTM are trained on thewhole imagerepresentation for each typeof question. nCCA(place) usesPlaces-CNN feature. nCCA(box)

is trained and evaluated on ground-truth bounding-boxes from MS COCO segmentations. nCCA(all) trains a single embedding using all

question types. CNN+LSTM(r) ranks the perplexity of { prompt+choice} .

Figure 7. Some hard multiple-choice question examples. The results are made by nCCA. First row shows correct choices. Second row

shows incorrect choices. Corresponding human accuracies are provided as reference.

dimensional variables, in our case image and text vector

representations. To increase the flexibility of the feature

selection and for improving computational efficiency, Gong

et al. [15] proposed nCCA ascalableapproximation scheme

of explicit kernel mapping followed by dimension reduction

and linear CCA. In the projected latent space, thesimilarity

is measured by the eigenvalue-weighted normalized corre-

lation. We train CCA and nCCA models for each ques-

tion type separately using the training portion of the Visual

Madlibs Dataset. These models allow us to map from an

image representation, to the joint-embedding space, to vec-

tors in the Word2Vec space, and vice versa. For targeted

generation, we map an image to the joint-embedding space

and then choose the answer from the training set text that is

7

Task1: Multiple-choice Question Answering by nCCA

Task2: Fill-in-the-blank Description Generation by nCCA and CNN+LSTM
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Correct

Incorrect

The place is a(n) road.

When I look at this picture, I feel free.

The most interesting aspect of this picture is the motorcycles.

One or two seconds before this picture was taken, they 

stopped to chat and decided where to go.

One or two seconds after this picture was taken, the bikers 

ride down the road. 

The people are sitting at

the dining table.

The people are playing with

the teddy bears.

Person B is wearing a grey T-shirt.

Person B is talking to two other people.

Person B is next to an elephant.

Person C is a blonde woman.

Person C is petting an elephant.

Person C is at a zoo.

The cake is iced in chocolate.

The cake is on the table.

People could eat the cake.

The table is covered with a white cloth.

The table is in a restaurant.

People could have a cake at the table.
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