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We present a serious of our works for 3D capture of a room-
sized dynamic scene with commodity depth and high-
resolution cameras

Overview

The scene is partitioned into three categories:
1. Static Background. Never move, such as walls, floor.
2. Semi-static Objects. Move infrequently and do not

deform, such as chairs.
3. Dynamic Objects. Constantly move and deform, such as

human beings.

The static parts of the room are pre-scanned, and the
movements of semi-static objects are tracked. Dynamic parts
are accumulated over time using Non-rigid Alignment.

Non-rigid movement parameterization via Embedded 

Deformation Model (EDM): 1)

(Left) Point cloud from 10 Kinects; (Right) Pre-scanned Result.

Non-rigid Alignment for Dynamic Objects

Reference ObservationED
Align a reference surface (left) with a newly observed data (right).

MIN:

Non-rigid Alignment by Energy Minimization: 4)

Accumulated surfaces when fusing more and more frames. The 
newly observed data is transformed back to the reference pose 
and fused at the reference using a volumetric method. 2)

𝑬𝒓𝒐𝒕, 𝑬𝒓𝒆𝒈: regularization term on the EDM; 𝑬𝒅𝒏𝒔_𝒑𝒕𝒔: dense point

cloud alignment term; 𝑬𝒄𝒍𝒓: color consistency term

Room Scanning with One Hand-held Kinect

𝑤𝑟𝑜𝑡𝑬𝒓𝒐𝒕 + 𝑤𝑟𝑒𝑔𝑬𝒓𝒆𝒈 + 𝑤𝑑𝑛𝑠_𝑝𝑡𝑠𝑬𝒅𝒏𝒔_𝒑𝒕𝒔 + 𝑤𝑐𝑙𝑟𝑬𝒄𝒍𝒓

3D points are aligned using pair-wise image matching and
Bundle Adjustment.

 𝑣:= 𝐸𝐷(𝑣; 𝐺) =  

𝑘∈𝒩

𝑤𝑘 𝐴𝑘 𝑣 − 𝑔𝑘 + 𝑔𝑘 + 𝑡𝑘
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Texture Enhancement using

High-Resolution Cameras

Immersive 3D Experience with HMD

The improved textures are mapped from the calibrated
high-resolution cameras.

Per-vertex colors from Kinect (left) Textures transferred from High-
res images (right)

An entire surgical experience is captured for multiple Kinect
cameras. The surgical sequence can be reconstructed for
education training.

Randomly and uniformly sample ED nodes from the
reference mesh; each node is associated with a local affine
transformation 𝑨, 𝒕 around its position 𝒈. Thus, motion

parameters are 𝑮 = 𝑨𝒌, 𝒕𝒌 𝒌=𝟏
𝑲 . To deform a vertex on

the reference:

Future Work

Improve reconstruction quality with head-
worn cameras. Immersive annotation and 
playback controls for students.

The original input from 10 Kinects (top row); Enhanced results 
(bottom row). 3)
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Immersive walk around study of the surgical procedure (Image 
from Oculus Rift DK2)


