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Figure 3 – The surface from multiple Kinects, from [Dou14] (left), the stereo 

reconstruction from PTZ cameras (middle) and our fused result (right)
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Overview
We present a method to improve the geometry and texture quality of

3D reconstructions generated from fixed off-the-shelf color + depth

cameras (Microsoft Kinects) [Dou14] by using Pan-Tilt-Zoom cameras

to provide more details in areas of interest , such as textured

backgrounds and human faces. We apply our method to both static

scenes and moving objects.

Improving the 3D Reconstruction of Static Scenes
We improve the offline scanning results of [Dou14] with high resolution

textures generated by scanning using multiple PTZ cameras at a high

zoom level and multiple pan-tilt angles. See Figures 1 and 2.

Steps for each camera image:

• Estimate camera pose by matching SIFT features in the image with

features in the Kinect RGB-D frames from the 3D reconstruction

• Iteratively refine the pose estimate using the optical flow from nearby

images with known camera poses

• Reproject the PTZ image as a texture onto the surface from [Dou14]

Results:

• 6x improvement in quality, measured as color samples per unit area

• 64% success rate in camera pose estimation

• Mean 1.25 pixels (1.65 mm in our scene ) of reprojection error

• 64% of matches as inliers in the estimated model

Improving the 3D Reconstruction of Dynamic Objects
We use three PTZ cameras to improve the reconstruction and texture

quality of the online reconstruction of [Dou14]. See Figure 3.

Steps for each iteration:

• Zoom in cameras to obtain high-resolution images of a dynamic

object as it moves and deforms.

• Use Semi-Global Block-Matching for pair-wise stereo reconstruction

• Merge the three resulting point clouds using the Iterative Closest

Point algorithm

• Remove noise using a Laplacian smoothing transform

• Triangulate the result using Poisson triangulation

• Estimate the camera poses by matching SIFT features in the static

background

• Fuse our result with the result of [Dou14] using the Iterative Closest

Point algorithm

Results:

• A much denser mesh than that the one generated using Kinect data

• Camera pose estimation algorithm always converged in less than

200 iterations

• Mean reprojection error of 7.8 mm in the background feature points

Future Work
• Experiment using other types of features for better and more robust

camera pose estimation

• Incorporate automatic methods to track moving objects in real time

using the cameras

• Investigate the possibility of a real-time implementation using GPUs

Figure 2 – Regions with improved texture combined with  regions with low resolution 

texture: zoomed-in views.

Figure 1 – Regions with improved texture combined with  regions with low 

resolution texture: overall view.
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